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The main contributions of the research study are the de-
velopment of an effective data warehouse and the insights and



machine learning models [28], [35], [36], [43]–[46], [49]–[51]
to leverage contextual information.

The availability of large datasets such as Spider, WikiSQL,
or SparC, has enabled researchers to fine-tune the model for
text-to-SQL tasks. For example, Shaw et al. [52] showed
competitive results from fine-tuning the Text-to-Text Transfer
Transformer (T5) model [53] without relational structures.
Authors of UnifiedSKG [54] achieved state-of-the-art results
using the T5 model for various semantic parsing tasks includ-
ing text-to-SQL.

Using pre-trained language models, PICARD [55] attempted
to constrain the auto-regressive decoder of language models
through incremental parsing. This method can be operated
directly on the output of a pre-trained language model such
as T5. The authors claimed to have significantly improved
performance on the Spider dataset. RASAT [56] also tried to
improve the performance of pre-trained language models in
text-to-SQL tasks by incorporating relational structures such
as schema linking and schema encoding while still inheriting
the pre-trained parameters from the T5 model effectively.

4) Spider and Other Public Data Sets for Development:
A number of data sets, such as Spider, WikiSQL, and Sparc,
have been compiled to support the development of the NL to
SQL models and for establishing benchmarks in comparison of
accuracy for these models. The availability of these data sets
has also enabled researchers to fine-tune their models. We have
chosen to use the Spider data set as part of the development
efforts in this research.

III. BUILDING THE NL TO SQL MODEL FOR A UTILITYo-SQL.



ensured that the model learned the necessary “vocabulary”
(name of columns and tables) so that the model could provide
effective translation for queries from the natural language to
SQL.

The development was completed on both Kaggle cloud
computing environment using GPU P100 and on our own
Ubuntu server with an NVIDIA GPU. A typical training run
of the model takes about 4 hours.

C. SQL Correction

After using the trained T5 model to translate the natural
language query to SQL, we implemented a simple post-
processing method to correct the SQL query with reference
to the database schema.

This process scans the output SQL for incorrect names of
columns and tables and, if necessary, corrects them according
to the database schema. For example, it will change “meter”
in the SQL query to “meters” if the correct name for the
column in the schema is “meters”. It is done using a character-
by-character, sequential match that is based on positions. It
replaces tokens with the correct tables or column names based
on the information from the database schema.

D. Performance Metrics

For model evaluation, Zhong proposed two evaluation met-
rics from different perspectives: logical form accuracy and
execution accuracy [30].

Logical form accuracy is defined as the percentage of
generated queries that are converted correctly from the actual
query. On the other hand, execution accuracy stands for the
percentage of generated queries that can be executed against
the database and produce the correct results.

Zhong mentioned that two database queries can produce the
same result. If only the logical form accuracy is utilized, some
generated queries with a correctly executed result but not in
the same syntax would be treated as incorrect queries. It is
suggested that both of the metrics should be considered to
evaluate the performance of models [30].

For this research, we used the exact match accuracy with
manual inspection of the testing results to measure perfor-
mance. We believe that with manual inspection and adjust-
ments, the exact match accuracy and execution accuracy are
the same in this case.
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